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OCR noise,
Language variations,
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Historical documents: a blind spot for (L)LMs​ because of representation

Neural
encoder

Similarity computed as
cosine distance heavily
relies on the accuracy of
entity representations 

MOTIVATION



Constrained Information Retrieval for Long-Tail Knowledge Extraction XTAIL2024

Historical documents: a blind spot for (L)LMs​ because of popularity

Information retrieval
methods consistently
exploit Wikipedia for
entity descriptions

More popular entities
have longer descriptions
and result in less shallow
representations
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AIDA CONLL-YAGO
Entities popularity distribution
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Historical documents are especially long-tail benchmarks

Historical newspapers benchmarks Nowadays news benchmark
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[RQ1] What challenges affect the retrieval of unpopular entities?
[RQ2] How can we enhance (L)LMs’ performance in retrieving these entities?

Neural
encoder

RESEARCH QUESTIONS
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Neural
encoder

...Why even bother checking
against implausible entities?

INTUITION



CONTRIBUTIONS

A method based on Answer Set Programming (ASP) that imposes
logical plausibility constraints on the output of LM-based retrieval
systems.
Tests on four historical documents benchmarks annotated for the
Entity Linking task show our method boosts recall and surpasses
specialized models.
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Constraining information retrieval through Answer Set Programming

A regular information
retrieval approach is used

initially

PROPOSED METHOD



We exploit datasets annotated for
entity linking and interpret an

annotated named entity as a the
retrieval query
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METHOD

Constraining information retrieval through Answer Set Programming

The document encoder β is a
regular sentence embedding

method (MPNet, distill-
RoBERTa, MiniLM)



We encode the input sentence using β
and bias it towards the input entity by
projecting it on the embedding of the

entity computed with β
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METHOD

Constraining information retrieval through Answer Set Programming

The encoder β is not finetuned
for entity retrieval, hence it is

not biased because of standard
datasets.
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A logic program in ASP formalizes the logical
plausibility constraints.

METHOD

Constraining information retrieval through Answer Set Programming
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A logic program in ASP formalizes the logical
plausibility constraints.

Type plausibility: a plausible entity must be classified with the same type of 
                              the named entity.

Date plausibility: a plausible entity must be have an associated Wikidata date 
                             that precedes the one of the input document.

METHOD

Constraining information retrieval through Answer Set Programming
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The stable answer set computed on the ASP
program is the set of plausible and relevant
documents given the input document and its

query.

METHOD

Constraining information retrieval through Answer Set Programming
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MHERCL (Annotations: Entity Linking)
a dataset of British music magazines of the 19C

RESULTS
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AjMC (Annotations: Entity Linking)
a dataset of 19C commentaries about Sophocle’s tragedy “Ajax”

RESULTS
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TopRes19th (Annotations: Entity Linking)
a dataset of 18C-19C British library documents (scope restricted to toponyms)

RESULTS
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MHERCL RESULTS
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TopRes19th RESULTS

From: 

From: https://en.wikipedia.org/wiki/Cheshire
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Conclusions:
A little semantics goes a long tail!

Information Retrieval empowers a lot of
applications (EL, RAG, etc.) and it can greatly
benefit from logical constraints
ASP is a highly scalable, intuitive and convenient
technology to achieve neuro-symbolic
integrations
A simple sentence embedding method + ASP
might be more than enough to retrieve your
data!
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